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Abstract—This letter investigates methods to detect graph topological changes without making any assumption on the nature of the change itself. To accomplish this, we merge recently developed tools in graph signal processing with matched subspace detection theory and propose two blind topology change detectors. The first detector exploits the prior information that the observed signal is sparse w.r.t. the graph Fourier transform of the nominal graph, while the second makes use of the smoothness prior w.r.t. the nominal graph to detect topological changes. Both detectors are compared with their respective non-blind counterparts in a synthetic scenario that mimics brain networks. The absence of information about the alternative graph might, in some cases, heavily influence the blind detector’s performance. However, in cases where the observed signal deviates slightly from the non-blind model, the information about the alternative graph turns out not to be useful.
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I. INTRODUCTION

Matched subspace detection (MSD) [1] is a standard tool used for outlier detection in multidimensional data. By representing the data in their intrinsic low-dimensional subspace, MSD has achieved promising results in applications such as radar [2], communication [3], classification [4] and imaging [5].

In [6]–[8], the authors exploit similar ideas for outlier detection in structured data, mathematically represented by a graph. In these works, the goal is to detect an anomalous subgraph within the network, which is useful in cybersecurity attacks or suspicious network behavior. A similar analysis is also considered in [9] for detecting topological changes within the class of so-called stationary graph signals [10]–[12].

The work in [13] extends MSD to brain networks for Alzheimer’s disease (AD) classification. Here, the authors consider two classes of subjects, the normal control (NC) subjects, and the AD subjects to perform patient classification based on fMRI measurements. Specifically, from a set of training data a nominal brain graph $G_0$ and an alternative brain graph $G_1$ are respectively built for the NC and the AD classes. Then, [13] addresses the research question:

Is the data under consideration better matched with the graph $G_0$, or with the graph $G_1$?

Despite its classification success over contenders, the approach of [13] necessitates the knowledge of both $G_0$ and $G_1$. The latter presents the following challenges: i) a “sufficient” number of training subjects is needed to build both $G_0$ and $G_1$; ii) a well-established graph model $G_1$ needs to be investigated for a different category of alternative control (AC) subjects that we might be interested to test; and iii) the alternative graph $G_1$ may be hard to determine for AC subjects affected by multiple brain diseases. While for the NC subjects we might leverage the extensive research of the past decades and the availability of a large set of available training subjects, this is not always the case for the AC subjects of rare brain diseases.

To solve the above issues, this letter explores ways in which topological changes can be detected without having specific knowledge of $G_1$. We refer to these detectors as blind detectors. Concretely, we explore tools from graph signal processing (GSP) [14], [15] and MSD theory to answer the research question:

Is the data under consideration matched with the graph $G_0$, or not?

The answer to the above question avoids the issues related to $G_1$ and, therefore, sends for further examinations only subjects that do not belong to $G_0$. Moreover, since the analysis is not restricted to particular AC subjects, it covers a wider range of alternatives for which a graph-based analysis might be unknown. A final benefit worth mentioning for the introduced blind detectors is their ability to detect link losses within the nominal graph $G_0$ directly from the observed signal.

The difference with [6]–[8] is that we do not consider any distribution of the graph topology, while, differently from [9], we do not restrict our analysis to stationary graph signals. Furthermore, we also provide closed-form expressions for the detectors’ performance.

The remainder of the letter proceeds as follows: Section II covers the background information. Section III introduces the proposed blind topology change detectors, and Section IV evaluates their performance. Section V concludes the letter.

II. BACKGROUND

Graphs and graph signals. A graph $G = (\mathcal{V}, \mathcal{E})$ consists of a set of $N$ nodes $\mathcal{V}$ along with an edge set $\mathcal{E}$. The graph connectivity is captured by the weighted graph adjacency matrix $W$. We assume $G$ to be connected, undirected and positive weighted, such that $W_{i,j} = W_{j,i} > 0$ iff there is an edge connecting nodes $(v_i, v_j)$, or $W_{i,j} = 0$ otherwise. In addition to $W$, another graph descriptor matrix is the graph Laplacian matrix $L = \text{diag}(1^T W) - W$. A graph signal is defined as a mapping from the vertex set to the set of complex numbers, i.e., $x : \mathcal{V} \rightarrow \mathbb{C}$. For convenience, the vector $x = [x_1, \ldots, x_N]^T$ collects all node signals. fMRI measurements at a particular time instance in a brain network is an illustration of a graph signal.

Frequency analysis on graphs. Since $L$ is real and symmetric, it can be eigendecomposed as $L = U A U^H$, where $U = [u_1, \ldots, u_N]$ is a complete set of orthonormal eigenvectors, with associated eigenvalues $0 = \lambda_1 = |A|_{1,1} \leq \lambda_2 = |A|_{2,2} \leq \ldots \leq \lambda_N = |A|_{N,N}$. As stated in [14], the
By exploiting the GFT (1), (4) can be rephrased as
\[ \hat{x} = U^T x, \]  
and similarly, the inverse GFT is defined as \( x = U \hat{x} \). Matrix \( U \) contains the oscillating modes of the graph and \( \{ \lambda_1, \ldots, \lambda_N \} \) represent the graph frequencies, where \( \lambda_i < \lambda_j \) is related to a graph mode \( u_i \) that varies more slowly over \( G \) than \( u_j \).

**Bandlimited and smooth graph signals.** A graph signal \( x \) is said to be bandlimited if its graph frequency content \( \hat{x} \) is different from zero only on a limited set \( \mathcal{F} \) of graph frequencies. The cardinality of \( \mathcal{F} \), \( |\mathcal{F}| \), denotes the graph signal bandwidth. Without loss of generality, let us consider that \( \mathcal{F} \) consists of the first \( |\mathcal{F}| \) graph frequencies and write
\[ \hat{x} = [\hat{x}_F, 0]_G, \]
where \( \mathcal{F} \) denotes the complementary set of \( \mathcal{F} \) with \( |\mathcal{F}| = N - |\mathcal{F}| \) and 0, is the \( n \times 1 \) vector of all zeros. Thus, the signal in the vertex domain can be written as
\[ x = U_F \hat{x}_F, \]  

where \( U_F \in \mathbb{R}^{N \times |\mathcal{F}|} \) is the matrix containing the first \( |\mathcal{F}| \) columns of \( U \). Similarly, we denote with \( U_\mathcal{F} \in \mathbb{R}^{N \times |\mathcal{F}|} \) the matrix containing the columns of \( U \) related to \( \mathcal{F} \).

Finally, from (2) we observe that the bandlimitedness of a graph signal is a low-rank representation of the latter and, thus, it represents a subspace projection of \( x \) where the MSD theory can be used. Nevertheless, it is a special subspace, since its basis carries the notion of frequency in the graph setting.

Beside bandlimitedness, another useful property of graph signals is their amount of variation over the graph. One way to quantify this is through the Laplacian quadratic form [16]
\[ S_2(x) = x^T L x, \]  
a.k.a. the 2-Dirichlet form [14]. Then, for two graph signals \( x_1 \) and \( x_2 \), we say that \( x_1 \) is smoother (or varies more slowly) than \( x_2 \) if \( S_2(x_1) < S_2(x_2) \).

In the sequel, we show how hypothesis testing on graphs can be expressed in terms of GSP and MSD, and introduce the simple-MSD (MSM) and constrained-MSD (CMSM) detectors from [13].

**Hypothesis testing on graphs.** Consider two candidate graphs \( G_0 = (\mathcal{V}, \mathcal{E}_0) \) and \( G_1 = (\mathcal{V}, \mathcal{E}_1) \) with respective Laplacian matrices \( L_0 = U_0 A_0 U_0^T \) and \( L_1 = U_1 A_1 U_1^T \). Let also \( y = x + n \) denote the version of \( x \) corrupted by some zero-mean Gaussian noise \( n \sim \mathcal{N}(0, \sigma^2 I_N) \). Subsequently, the hypothesis test is formulated as
\[ H_0 : y \text{ is attributed to } G_0 \]
\[ H_1 : y \text{ is attributed to } G_1. \]  

By exploiting the GFT (1), (4) can be rephrased as
\[ \hat{H}_0 : \hat{y} = U_0 \hat{x}_{G_0} + n \]
\[ \hat{H}_1 : \hat{y} = U_1 \hat{x}_{G_1} + n, \]  

with \( \hat{x}_{G_j} \) the GFT of \( x \) on \( G_j \) for \( j = 0, 1 \). Then, the Neyman-Pearson detector \( T(y) \) discriminates between the nominal graph \( G_0 \) and the alternative graph \( G_1 \) if [1]
\[ T(y) = p(y; \hat{H}_1) \frac{\hat{H}_1}{\hat{H}_0} \frac{\gamma}{\gamma}, \]  

where \( p(y; \hat{H}_j) \) is the probability density function of \( y \) given hypothesis \( \hat{H}_j \) and \( \gamma \) denotes the decision threshold that guarantees a target probability of false alarm \( P_{FA} = \Pr \{ T(y) > \gamma; \hat{H}_0 \} \).

Based on the properties of \( x \) w.r.t. \( G_0 \) or \( G_1 \), [13] identifies the following MSD detectors on graphs:

**a) SMSD.** From the bandlimited assumption of \( x \) w.r.t. both graphs \( G_0 \) and \( G_1 \), \( y \) can be projected on the respective low-rank subspaces, i.e., \( \hat{y}_{G_0} = U_0^T y \) and \( \hat{y}_{G_1} = U_1^T y \). Then, the SMSD detector can be written as
\[ T_{SMSD}(y) = ||\hat{y}_{G_0}||^2_2 - ||\hat{y}_{G_1}||^2_2 \frac{\gamma}{\gamma}, \]  

which consists of the in-band energy difference of the GFT of \( y \) w.r.t. \( G_0 \) and \( G_1 \), respectively.

Detector (7) consists of the difference of two Chi-squared random variables. While in [13] its performance is only assessed numerically, the distribution of the SMSD can be approximated as normal [17, Chapter 7]. This approximation may often be inaccurate, however, we have observed satisfactory results even for moderate values of \( |\mathcal{F}_0| \) and \( |\mathcal{F}_1| \).

Accordingly, we can write:
\[ T_{SMSD}(y) \sim \left\{ \begin{array}{ll}
N(\mu_0, \sigma_0^2) & \text{under } \hat{H}_0 \\
N(\mu_1, \sigma_1^2) & \text{under } \hat{H}_1,
\end{array} \right. \]  

where \( \mu_0, \mu_1, \sigma_0, \) and \( \sigma_1 \) can be estimated from the training data; for instance the data used for building the graphs. Therefore, by using (8) we can assess the SMSD performance theoretically as
\[ \gamma = \sigma_0 Q^{-1}(P_{FA}) + \mu_0 \]  

where (9) sets the threshold \( \gamma \) to guarantee a target \( P_{FA} \) and (10) relates the probability of detection \( P_D \) to \( \gamma \) \( (P_{FA}) \) by the \( Q \)-function. Here \( Q^{-1}() \) stands for the inverse \( Q \)-function. In Section IV we show that these theoretical derivations match the numerical performance of the SMSD.

**b) CMSD.** The CMSD detector exploits a constraint on the smoothness (3) to discriminate between \( G_0 \) and \( G_1 \). Specifically, the hypothesis test (5) is first expressed in the graph Fourier domain by multiplying both sides of equation \( H_j \) with \( U_j^T \), for \( j = 0, 1 \), leading to \( \hat{y}_{G_j} = U_j^T y \). Then, the constrained maximum likelihood estimator (C-MLE) \( \hat{x}_{G_j} \) is found from
\[ \hat{x}_{G_j} = \arg\max_{\hat{x}_{G_j}} \ p(\hat{y}_{G_j}; \hat{H}_j) \]
\[ \text{subject to } \hat{x}_{G_j}^T A_j \hat{x}_{G_j} \leq r ||\hat{x}_{G_j}||^2_2. \]  

The objective function \( p(\hat{y}_{G_j}; \hat{H}_j) \sim N(\hat{x}_{G_j}, \sigma^2 I_N) \) is the likelihood of \( \hat{y}_{G_j} \) given hypothesis \( \hat{H}_j \). The quadratic constraint imposes an upper bound \( r \) on \( S_2(x) \) (3). The role of \( ||\hat{x}_{G_j}||^2_2 \) is simply for normalization purposes. With this in place, the CMSD detector can be written as
\[ T_{CMSD}(y) = ||(\hat{y}_{G_0} - \hat{x}_{G_0})||^2_2 - ||(\hat{y}_{G_1} - \hat{x}_{G_1})||^2_2 \frac{\gamma}{\gamma}, \]  

where (11) relates the probability of detection \( P_D \) to \( \gamma \) \( (P_{FA}) \) by the \( Q \)-function.
which, similar to the SMSD, consists of the energy difference between two GFTs, but now the respective MLE spectrum is subtracted (i.e., \( \hat{y}_{G_1} - \hat{x}_{G_0}^* \)).

Next, we show how these detectors extend to the case where no information about \( G_1 \) is available.

### III. Blind Graph Topology Change Detectors

We reformulate the blind hypothesis testing on graphs as

\[
H_0: \quad y = U_0 \hat{x}_{G_0} + n \\
H_1: \quad y \neq U_0 \hat{x}_{G_0} + n,
\]

which is the equivalent of (5) and aims to quantify if \( y \) is attributed to \( G_0 \), or not. In the sequel, we approach the problem (13) by extending both the SMD and CMSD detectors to their blind counterparts.

**Blind-SMSD (B-SMSD).** In the B-SMSD detector, we exploit the fact that, on \( G_0 \), \( x \) has a graph frequency content different from zero only on the set \( \mathcal{F}_0 \). Therefore, \( \hat{x}_{\mathcal{F}_0} = U_{\mathcal{F}_0}^H x = 0_{|\mathcal{F}_0|} \) under hypothesis \( H_0 \) and \( \hat{x}_{\mathcal{F}_0} \neq 0_{|\mathcal{F}_0|} \) under \( H_1 \). With this in place, the observation \( y \) w.r.t. \( G_0 \) is transformed as

\[
\hat{y}_{\mathcal{F}_0} = U_{\mathcal{F}_0}^H y = U_{\mathcal{F}_0}^H x + U_{\mathcal{F}_0}^H n
\]

\[
\hat{d}_{\mathcal{F}_0},
\]

with \( \hat{n}_{\mathcal{F}_0} \sim \mathcal{N}(0_{|\mathcal{F}_0|}, \sigma^2 I_{|\mathcal{F}_0|}) \). Subsequently, the blind hypothesis test (13) can be rephrased as

\[
H_0: \quad \hat{y}_{\mathcal{F}_0} = \hat{n}_{\mathcal{F}_0} \\
H_1: \quad \hat{y}_{\mathcal{F}_0} = \hat{x}_{\mathcal{F}_0} + \hat{n}_{\mathcal{F}_0},
\]

where the well-known problem of detecting an unknown deterministic signal (\( \hat{x}_{\mathcal{F}_0} \)) embedded in noise [1]. Then, the B-SMSD detector decides \( H_1 \) if the generalized LRT (GLRT)

\[
L(y) = \frac{p(y; \hat{x}_{\mathcal{F}_0}, H_1)}{p(y; H_0)} \tag{16}
\]

exceeds a threshold, where \( \hat{x}_{\mathcal{F}_0} \) is the MLE of \( \hat{x}_{\mathcal{F}_0} \) assuming \( H_1 \) is true (it maximizes \( p(y; \hat{x}_{\mathcal{F}_0}, H_1) \)), i.e., \( \hat{x}_{\mathcal{F}_0} = \hat{y}_{\mathcal{F}_0} \)

Therefore, the B-SMSD detector can be written as

\[
T_{B-SMSD}(y) = \frac{\|\hat{y}_{\mathcal{F}_0} - \hat{x}_{\mathcal{F}_0}^*\|^2}{\sigma^2} \tag{17}
\]

which is different from (7) decides \( H_1 \) if the out-of-band signal-to-noise ratio (SNR) exceeds a threshold \( \gamma \).

A notable benefit of the B-SMSD detector (17) is that its detection performance can be computed in closed form [18]. Specifically,

\[
T_{B-SMSD}(y) \sim \begin{cases} \chi^2_{|\mathcal{F}_0|} & \text{under } H_0 \\
\chi^2_{|\mathcal{F}_0|}(\delta) & \text{under } H_1, \end{cases}
\]

where \( \chi^2_{|\mathcal{F}_0|} \) stands for a Chi-squared distribution with \( |\mathcal{F}_0| \) degrees of freedom, and \( \delta = \|\hat{x}_{\mathcal{F}_0}^*\|^2/\sigma^2 \) indicates the noncentrality parameter. The detection threshold \( \gamma \) and \( P_D \) can be found by making use of the right-tail probability function \( Q_{\chi^2_{|\mathcal{F}_0|}}(\cdot) \) for a \( \chi^2_{|\mathcal{F}_0|} \) random variable, i.e.,

\[\gamma = Q_{\chi^2_{|\mathcal{F}_0|}}^{-1}(P_{FA}) \tag{19}\]

\[P_D = Q_{\chi^2_{|\mathcal{F}_0|}(\delta)}(\gamma), \tag{20}\]

where \( Q_{\chi^2_{|\mathcal{F}_0|}}^{-1}(\cdot) \) indicates the inverse of \( Q_{\chi^2_{|\mathcal{F}_0|}}(\cdot) \), and \( Q_{\chi^2_{|\mathcal{F}_0|}(\delta)}(\cdot) \) is the \( Q \)-function of the non-central Chi-squared random variable \( \chi^2_{|\mathcal{F}_0|}(\delta) \).

**Blind-CMSD (B-CMSD).** In the B-CMSD detector, we exploit the smoothness constraint (3) solely on \( G_0 \), to decide whether the observation \( y \) can be attributed to that graph, or not. Proceeding similarly as in the CMSD, the C-MLE \( \hat{x}_{\mathcal{F}_0}^*|_{H_0} \) is obtained from (11) for \( j = 0 \), while the MLE of \( \hat{x}_{\mathcal{F}_0}^*|_{H_1} \) given \( H_1 \) (it maximizes \( p(y; \hat{x}_{\mathcal{F}_0}^*|_{H_1}, H_1) \)) is \( \hat{x}_{\mathcal{F}_0}^*|_{H_1} = \hat{y}_{\mathcal{F}_0} \) (i.e., the GFT of \( y | H_1 \) w.r.t. \( G_0 \)). Then, from the GLRT

\[
L(y) = \frac{p(y; \hat{x}_{\mathcal{F}_0}^*|_{H_1}, H_1)}{p(y; \hat{x}_{\mathcal{F}_0}^*|_{H_0}, H_0)} \tag{21}
\]

with \( p(y; \hat{x}_{\mathcal{F}_0}^*|_{H_0}, H_0) \sim \mathcal{N}(\hat{x}_{\mathcal{F}_0}^*|_{H_0}, \sigma^2 I) \) and \( p(y; \hat{x}_{\mathcal{F}_0}^*|_{H_1}, H_1) \sim \mathcal{N}(\hat{x}_{\mathcal{F}_0}^*|_{H_1}, \sigma^2 I) \), the B-CMSD can be written as

\[
T_{B-CMSD}(y) = \left( \|\hat{y}_{\mathcal{F}_0} - \hat{x}_{\mathcal{F}_0}^*\|^2 / \sigma^2 \right) \tag{22}
\]

Detector (22) decides \( H_1 \) if the nonmatched\(^3\) SNR w.r.t. \( G_0 \) exceeds a threshold \( \gamma \).

To conclude this section, we remark that the meaning of probability of detection (\( P_D \)) in the blind detectors is different from that of the non-blind ones. In fact, for the non-blind detectors a detection is made if the observed signal is attributed to the specific \( G_1 \). On the contrary, blind detectors count a detection if the observed signal belongs to any other \( G_1 \) that is not \( G_0 \). As we will show next, this difference plays a central role when evaluating the detector performances.

### IV. Numerical Results

To validate the detectors’ performance, we first consider the synthetic brain scenario from [13], and then study topological changes that follow the random edge sampling (RES) model [19]. In our simulations, we make use of the OSP box [20].

**Results for the brain scenario of [13].** This scenario considers two candidate graphs \( G_0 \) and \( G_1 \), both modeled as small-world (SW) networks [21]. As shown in [22]–[24] SW networks are effective models for brain connectivity structures. Concisely, we indicate a SW graph of \( N \) nodes, average vertex degree \( d \) and rewiring probability \( p_r \) as \( G_{SW}(N, d, p_r) \). Then, \( G_0 \in G_{SW}(40, 12, 0.1) \) and \( G_1 \in G_{SW}(40, 20, 0.4) \). There is also one case (Fig. 1 (d)) where \( G_1 \in G_{SW}(40, 12, 0.1) \), i.e., it is drawn from the same distribution as \( G_0 \) but it is a different realization. The graph signal is defined in the graph Fourier domain as \( \gamma_j \sim \mathcal{N}(0, \Sigma) \) for \( j = 0, 1 \). The signal covariance matrix is considered diagonal and defined in two ways: \( i ) \) as an exponential decay \( |\Sigma|_{i,i} = \exp(-i/5) \) for all \( i \), and \( ii ) \) as a step function \( |\Sigma|_{i,i} = 1 \) for \( i = 1, \ldots, 12 \) and \( |\Sigma|_{i,i} = 0.1 \).

\(^3\)\( \|\hat{y}_{\mathcal{F}_0} - \hat{x}_{\mathcal{F}_0}^*\|^2 \) consists of the signal energy, while \( y_{G_0}^H \hat{x}_{\mathcal{F}_0}^*|_{H_0} \) can be interpreted as the matched filter output of \( y_{G_0} \) onto the C-MLE \( \hat{x}_{\mathcal{F}_0}^*|_{H_0} \).
otherwise. Furthermore, two different values of \( \sigma \) are assumed for \( \mathbf{n} \), i.e., (i) \( \sigma = 0.3 \), and (ii) \( \sigma = 0.5 \).

Our results are averaged over 100 different graphs and graph signal realizations, and \( 10^4 \) realizations of the noise. \( |\mathcal{F}| \) is set to 12 for the (B-)SMSD detector, \( r \) is the 12th eigenvalue of the respective Laplacian for CMSD, while for B-CMSD \( r \) is chosen data dependent as

\[
r(y) = \min \{ \| A_0 \|_{\infty}, |y^H L_0 y| \},
\]

i.e., as the minimum eigenvalue of \( L_0 \) that bounds the normalized \( S_2(y) \) over \( \mathcal{G}_0 \).

Figs. 1 (a)-(d) show the corresponding results. We remark the matching of the proposed theoretical derivations in (9)-(10) and (19)-(20) with their numerical counterparts. For the B-SMSD detector, we note that the lack of information about \( \mathcal{G}_1 \) influences the performance, especially when the out-of-band signal spectrum is significantly different from zero, e.g., exp. decay in Figs. 1 (a), (c) and (d). This result is not totally surprising as no information about \( \mathcal{G}_1 \) is exploited. However, this difference in \( P_D \) is around 10\% in Fig. 1 (a) (\( P_{FA} = 0.1 \)), and is nearly indistinguishable in Fig. 1 (b) (i.e., when the signal spectrum deviates only a little from the bandlimitedness model). The latter suggests that knowledge of \( \mathcal{G}_1 \) is not necessary for this case. The B-CMSD detector, on the other hand, compares well with the respective non-blind detector (CMSD), especially for low values of \( P_{FA} \) in Figs. 1 (b) and (c) it performs better. B-CMSD is in general more sensitive to small topological changes in low noise regimes (e.g., Fig. 1 (d)); a behavior that is observed also in the upcoming scenario.

Results for the RES change model [19]. In this second scenario, we assess the discriminative power of the detectors when the alternative graph \( \mathcal{G}_1 \) is a RES version of \( \mathcal{G}_0 \) denoted as \( \mathcal{G}_1 \in \text{RES}(\mathcal{G}_0, p_l) \), where \( p_l \) indicates the probability that an edge of \( \mathcal{G}_0 \) is removed. Our justification for this is that SW graphs are also suitable models for sensor and social networks, where edges can go down randomly from the original graph. In this case, information about the specific \( \mathcal{G}_1 \) realization might not even be obtained.

Fig. 2 (a) shows the detectors’ performance for \( \sigma = 0.3 \) and \( p_l = 0.25 \), when the graph signal is characterized by an exponential decay spectrum. Similarly to the results in Fig. 1 (a), the lack of information about \( \mathcal{G}_1 \) deteriorates the \( P_D \) of the B-SMSD detector by approximately 10\% (\( P_{FA} = 0.1 \)).

Fig. 2 (b) compares the performance when the covariance matrix of the signal follows the step function. As the signal is now approximately bandlimited, the (B-)SMSD performs the best. We observe that B-SMSD performs better than SMSD (enforcing the result in Fig. 1 (b)). A similar performance was also observed for \( \sigma = 0.5 \), not reported here due to space limitations. The latter suggests once again that the knowledge of \( \mathcal{G}_1 \) is not necessary. We attribute these results to the small model deviations, and to differences in the meaning of \( P_D \).

For the B-CMSD detector, we observe that it is more sensitive to small topological changes than the B-SMSD detector, and it performs worse than CMSD.

As a final remark, we advocate the use of the non-blind detectors when the true signal matches well the model. Meanwhile, a blind approach is more recommended for those cases where there are uncertainties about the alternative graph structure and the signal model.

V. CONCLUSIONS AND FUTURE WORK

The primary goal of this letter was to develop detection strategies that could discriminate whether a graph topological change has happened without making any assumptions on the change itself. By making use of MSD and GSP theories, we proposed two strategies that could achieve this goal. The evidence from the obtained results yields two main observations: (i) the absence of information about the topological change may, in some situations, play a crucial role in the detection performance; and (ii) when the topological change deviates “slightly” from the assumed model, such information may deteriorate the detectors that incorporate it.

As a further study, we will consider assessing the detectors’ performance in classifying subjects as healthy and non-healthy, without being restricted to AD. Furthermore, it would also be interesting to analyze the performance of blind detectors that use jointly the bandlimitedness and smoothness priors.
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